Preface

Convexity is very easy to define, to visualize and to get an intuition about. A set is called convex if for every two points $a$ and $b$ in the set, the straight line interval $[a, b]$ is also in the set. Thus the main building block of convexity theory is a straight line interval.

\[ a \quad \text{---} \quad b \]

Convexity is more intuitive than, say, linear algebra. In linear algebra, the interval is replaced by the whole straight line. We have some difficulty visualizing a straight line because it runs unchecked in both directions.

On the other hand, the structure of convexity is richer than that of linear algebra. It is already evident in the fact that all points on the line are alike whereas the interval has two points, $a$ and $b$, which clearly stand out.

Indeed, convexity has an immensely rich structure and numerous applications. On the other hand, almost every “convex” idea can be explained by a two-dimensional picture. There must be some reason for that apart from the tautological one that all our pictures are two-dimensional. One possible explanation is that since the definition of a convex set involves only three points (the two points $a$ and $b$ and a typical point $x$ of the interval) and every three points lie in some plane, whenever we invoke a convexity argument in our reasoning, it can be properly pictured (moreover, since our three points $a$, $b$ and $x$ lie on the same line, we have room for a fourth point which often plays the role of the origin). Simplicity, intuitive appeal and universality of applications make teaching convexity (and writing a book on convexity) a rather gratifying experience.

About this book. This book grew out of sets of lecture notes for graduate courses that I taught at the University of Michigan in Ann Arbor since 1994. Consequently, this is a graduate textbook. The textbook covers several directions, which,
although not independent, provide enough material for several one-semester three-credit courses.

One possibility is to follow discrete and combinatorial aspects of convexity: combinatorial properties of convex sets (Chapter I) – the structure of some interesting polytopes and polyhedra (the first part of Chapter II, some results of Chapter IV and Chapter VI) – lattice points and convex bodies (Chapter VII) – lattice points and polyhedra (Chapter VIII).

Another possibility is to follow the analytic line: basic properties of convex sets (Chapter I) – the structure of some interesting non-polyhedral convex sets, such as the moment cone, the cone of non-negative polynomials and the cone of positive semidefinite matrices (Chapter II and some results of Chapter IV) – metric properties of convex bodies (Chapter V).

Yet another possibility is to follow infinite-dimensional and dimension-free applications of convexity: basic properties of convex sets in a vector space (Chapter I) – separation theorems and the structure of some interesting infinite-dimensional convex sets (Chapter III) – linear inequalities and linear programming in an abstract setting (Chapter IV).

The main focus of the book is on applications of convexity rather than on studying convexity for its own sake. Consequently, mathematical applications range from analysis and probability to algebra to combinatorics to number theory. Finite- and infinite-dimensional optimization problems, such as the Transportation Problem, the Diet Problem, problems of optimal control, statistics and approximation are discussed as well.

The choice of topics covered in the book is entirely subjective. It is probably impossible to write a textbook that covers “all” convexity just as it is impossible to write a textbook that covers all mathematics. I don’t even presume to claim to cover all “essential” or “important” aspects of convexity, although I believe that many of the topics discussed in the book belong to both categories.

The audience. The book is intended for graduate students in mathematics and other fields such as operations research, electrical engineering and computer science. That was the typical audience for the courses that I taught. This is, of course, reflected in the selection of topics covered in the book. Also, a significant portion of the material is suitable for undergraduates.

Prerequisites. The main prerequisite is linear algebra, especially the coordinate-free linear algebra. Knowledge of basic linear algebra should be sufficient for understanding the main convexity results (called “Theorems”) and solving problems which address convex properties per se.

In many places, knowledge of some basic analysis and topology is needed. In most cases, some general understanding coupled with basic computational skills will be sufficient. For example, when it comes to the topology of Euclidean space, it suffices to know that a set in Euclidean space is compact if and only if it is closed and bounded and that a linear functional attains its maximum and minimum on such a set. Whenever the book says “Lebesgue integral” or “Borel set”, it does so for the sake of brevity and means, roughly, “the integral makes sense” and “the
set is nice and behaves predictably”. For the most part, the only properties of the integral that the book uses are linearity (the integral of a linear combination of two functions is the linear combination of the integrals of the functions) and monotonicity (the integral of a non-negative function is non-negative). The relative abundance of integrals in a textbook on convexity is explained by the fact that the most natural way to define a linear functional is by using an integral of some sort. A few exercises openly require some additional skills (knowledge of functional analysis or representation theory).

When it comes to applications (often called “Propositions”), the reader is expected to have some knowledge in the general area which concerns the application.

Style. The numbering in each chapter is consecutive: for example, Theorem 2.1 is followed by Definition 2.2 which is followed by Theorem 2.3. When a reference is made to another chapter, a roman numeral is included: for example, if Theorem 2.1 of Chapter I is referenced in Chapter III, it will be referred to as Theorem I.2.1. Definitions, theorems and other numbered objects in the text (except figures) are usually followed by a set of problems (exercises). For example, Problem 5 following Definition 2.6 in Chapter II will be referred to as Problem 5 of Section 2.6 from within Chapter II and as Problem 5 of Section II.2.6 from everywhere else in the book. Figures are numbered consecutively throughout the book. There is a certain difference between “Theorems” and “Propositions”. Theorems state some general and fundamental convex properties or, in some cases, are called “Theorems” historically. Propositions describe properties of particular convex sets or refer to an application.

Problems. There are three kinds of problems in the text. The problems marked by * are deemed difficult (they may be so marked simply because the author is unaware of an easy solution). Problems with straightforward solutions are marked by °. Solving a problem marked by ° is essential for understanding the material and its result may be used in the future. Some problems are not marked at all. There are no solutions at the end of the book and there is no accompanying solution manual (that I am aware of), which, in my opinion, makes the book rather convenient for use in courses where grades are given. On the other hand, many of the difficult and some of the easy problems used later in the text are supplied with a hint to a solution.
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