Preface

Say what you know, do what you must, come what may.
–Sofya Kovalevskaya

To us probability is the very guide of life.
–Bishop Joseph Butler

A few years ago the University of Utah switched from the quarter system to the semester system. This change gave the faculty a chance to re-evaluate their course offerings. As part of this re-evaluation process we decided to replace the usual year-long graduate course in probability theory with one that was a semester long. There was good reason to do so. The role of probability in mathematics, science, and engineering was, and still is, on the rise. There is increasing demand for a graduate course in probability. And yet the typical graduate student is not able to tackle a large number of year-long courses outside his or her own research area. Thus, we were presented with a non-trivial challenge: Can we offer a course that addresses the needs of our own, as well as other, graduate students, all within the temporal confines of one semester? I believe that the answer to the preceding question is “yes.”

This book presents a cohesive graduate course in measure-theoretic probability that specifically has the one-semester student in mind. There is, in fact, ample material to cover an ordinary year-long course at a more leisurely pace. See, for example, the many sections that are entitled complements, and those that are called applications. However, the primary goals of this book are to maintain brevity and conciseness, and to introduce probability quickly and at a modestly deep level. I have used as my model a standard one-semester undergraduate course in probability. In that setting, the
instructional issues are well understood, and most experts agree on what should be taught.

Giving a one-semester introduction to graduate probability necessarily involves making concessions. Mine form the contents of this book: No mention is made of Kolmogorov’s theory of random series; Lévy’s continuity theorem of characteristic functions is sadly omitted; Markov chains are not treated at all; and the construction of Brownian motion is Fourier-analytic rather than “probabilistic.”

That is not to say that there is little coverage of the theory of stochastic processes. For example, included you will find an introduction to Itô’s stochastic calculus and its connections to elliptic partial differential equations. This topic may seem ambitious, and it probably is for some readers. However, my experience in teaching this material has been that the reader who knows some measure theory can cover the book up to and including the last chapter in a single semester. Those who wish to learn measure theory from this book would probably aim to cover less stochastic processes.

**Teaching Recommendations.** In my own lectures I often begin with Chapter 2 and prove the De Moivre–Laplace central limit theorem in detail. Then, I spend two or three weeks going over basic results in analysis [Chapters 3 through 5]. Only a handful of the said results are actually proved. Without exception, one of them is Carathéodory’s monotone class theorem (p. 30). The fundamental notion of independence is introduced, and a number of important examples are worked out. Among them are the weak and the strong laws of large numbers [Chapter 6], respectively due to A. Ya. Khintchine and A. N. Kolmogorov. Next follow elements of harmonic analysis and the central limit theorem [Chapter 7]. A majority of the subsequent lectures concern J. L. Doob’s theory of martingales (1940) and its various applications [Chapter 8]. After martingales, there may be enough time left to introduce Brownian motion [Chapter 9], construct stochastic integrals, and deduce a striking computation, due to Chung (1947), of the distribution of the exit time from \([-1, 1]\) of Brownian motion (p. 197). If at all possible, the latter topic should not be missed.

My personal teaching philosophy is to showcase the big ideas of probability by deriving very few, but central, theorems. François Marie Arouet [Voltaire] once wrote that “the art of being a bore is to tell everything.” Viewed in this light, a chief aim of this book is to not bore.

I would like to leave the reader with one piece of advice on how to best use this book. Read it thoughtfully, and with pen and paper.
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